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**Abstract**

Data collected from different resources such as Internet, sensor network and complex systems often can be modeled as a graph, an abstract data structure preserves connectivity or relationships. Also, various problems can be formalized and represented as graphs. Because of this, graph processing is the building block to open the key between these heterogeneous types of data, allowing analysts to exploit the fundamental patterns in the data and to better understand their problems they never think about. While vast efforts have been made towards parallel graph processing, extreme large scale parallel graph processing remain challenging in many ways. Regardless of graph data format, graph processing is data centric and memory/bandwidth intensive, and it is notoriousfor irregular data access pattern and new approaches are required. Specifically, today’s large runtime systems are not designed for large scale parallel graph processing. The specific objectives of the work are to: (1) Identify the suitable data format (edge list, adjacency matrix and adjacency list) and graph primitives, then renovate a list of graph primitives along with the runtime. (2) Solve simple graph problems with synthetic data with appropriate data format and graph primitives on small scale. (3) Implement real world graph problems with graph primitives on large scale, spot the bottleneck of the processing and improve the primitives and runtime system.

# Background

Data collected from different resources such as the Internet, sensor network and complex systems often can be modeled as a graph, an abstract data structure preserves connectivity or relationships. Also, various problems can be formalized and represented as graphs. Because of this, graph processing is the building block to open the key between these heterogeneous types of data, allowing analysts to exploit the fundamental patterns in the data and to better understand their problems they never think about.

In real world, the graphs representing those data can be very sparse, as the number of entities and the number of the relationships between those entities are unknown. The sparseness nature of the graph causes problems while processing parallel. There are three ways to represent graphs: edge list, adjacency matrix and adjacency list. They all have their pros and cons due to different problems and situations. But no matter which representation, graph processing is data centric and memory/bandwidth intensive, and it is famous for irregular data access pattern because of the sparseness. While vast efforts have been made towards parallel graph processing for a long time, much more is demanded. Specially, there are few large runtime systems specifically designed for extreme large scale parallel graph processing.

There are several main problems in parallel graph processing. First, a tremendous workload has been shifted to data movement, not only causing inefficient power and time consumption, but also occupying network bandwidth. Second, sparseness means the inefficient way of storing graphs among large cluster of computers, which both requires large memory to hold while processing and frequent data movement among the cluster. Third, the memory hierarchy of the standard processor becomes an architectural limit, decreasing the processing efficiency dramatically. To address these problems, the Hierarchical Identify Verify Exploit (HIVE) Program is to create a new graph analytics processor along with a runtime system to improve the processing efficiency.

# Objectives

The overall goal of this study is to boost the speed of the extreme large scale parallel graph processing. The specific objectives are to:

1. Identify the suitable data format (edge list, adjacency matrix and adjacency list) and graph primitives, then renovate a list of graph primitives along with the runtime.
2. Solve simple graph problems with synthetic graph with appropriate data format and graph primitives on small scale.
3. Implement real world graph problems with graph primitives on large scale, spot the bottleneck of the processing and improve the primitives and runtime system.

# General Methodologies

In this project, several data formats for graphs and a list of graph primitives will be studied on standard processor (CPU, GPU). Related work from other people will become reference for the improvements on those primitives and the runtime system. Small and simple graph problems will be put to test immediately with synthetic data as it can be generated under control and behaviors more predictable. Certain assumptions will be made during this period while detailed workload characterization performed comparing with the same experiments conducted on the standard processors. Scalability will be enabled but only under small scale. Next large scale real world problems will be solved with graph primitives, along with performance characterization.

*Objective 1*: *Identify the suitable data format (edge list, adjacency matrix and adjacency list) and graph primitives, then renovate a list of graph primitives along with the runtime.*

Suitable data format for graph needs to be studied. For example, for a graph G (V, E), where

|V|=n and |E|=m, its n by n adjacency matrix implementation is easier to implement and follow. Its query time is constant, so is the addition or removal of an edge. But adding a vertex uses O(n2) time, and it consumes O(n2) space no matter how sparse the graph is. For its adjacency list implementation, it’s supper efficient to store, only O(n+m) space, constant time for vertex addition and deletion. But query time can be as worse as n. Besides the time and space cost(1), the partitioning techniques based on them are also necessary to investigate. The sparseness of the

graph will demand either spatial locality(2) on single node or data movement between multiple nodes.

Because of this, different graph primitives benefit/suffer from the pros and cons of those data format implementation. Therefore, different graph algorithms implemented with different primitives must select data format carefully. All these need to be studied thoroughly by reviewing others’ work or conducting experiments.

With a clear scope of the primitives, we can proceed to renovate the graph primitives and the mechanisms of the runtime.

*Objective 2: Solve simple graph problems with synthetic graph with appropriate data format and graph primitives on small scale.*

During the graph primitives and runtime system development and after development, simple graph problems will be tackled to validate the efficiency of the design philosophy. Considering the vast amount of graph algorithms, we will mainly focus on the graph traversal related ones at this time. For example, Breadth-first search would be appropriate for this task. Breadth First Search is one of the fundamental algorithms in graph traversing or searching and has been studied more than 50 years. The first BFS algorithm was discovered by Moore(3) while trying to find the shortest paths through mazes. Lee(4) independently discovered the same algorithm in routing wires on circuit boards. It appears among many complex applications, advanced algorithms and scientific fields. It was originally used to find the shortest path in a graph but has become a building block for many other graph algorithms. Graphs are used to represent networks of communications, data organization, computational devices, etc. BFS is usually the first algorithm to perform on them if we want to understand the structure property of those graphs.

The reason to start with simple graph problems is to have a better understanding on the program behavior when it meets the new architecture design. Similar reason to use synthetic graph, it not only contributes more predictable behaviors but also the clear and well-studied data access pattern of synthetic graphs(5) (6) (7) (8). The experiment will be conducted in small scale, starting with single node, then single node with multiple non-uniform memory access (NUMA) domains, finally expanding to multiple nodes with multiple NUMA domains.

*Objective 3: Implement real world graph problems with graph primitives on large scale, spot the bottleneck of the processing and improve the primitives and runtime system.*

When the graph primitives are stable enough, real world graph problems will be implemented and put to test on large scale with the runtime system. The bottlenecks are going to be identified to help improve the primitives and runtime system. Since the we have a better understanding on BFS from the previous objective, we will proceed with graph algorithms heavily relying on BFS, label propagation algorithm for community detection(9) for instance. Label propagation algorithm is an approximation algorithm for large scale real-world community detection, uses the network structure alone as its guide. Every node is assigned a unique label in the beginning and adopts the most common labels among its neighbors at each step. As the labels propagate, densely connected nodes quickly come to a consensus to a common label, which are grouped as

a community. This algorithm is based on BFS and therefore suffers the same problem BFS suffers. Since the neighbor is chosen randomly at each selection, some nodes that are on the edges of two close communities will change over iterations even if the labels of their neighbors remain constant already. Same as BFS, this is a benign race(10), which dramatically affects performance but no correctness affected.

Community detection problem is like a graph partitioning problem, which is defined as the partitioning a graph into constant groups of approximately equal sizes, minimizing the number of edges between groups. This problem is NP-hard. But label propagation method is nearly linear and therefore a perfect real-world problem to tackle with. With the previous knowledge from BFS, label propagation algorithm will enlighten us more to better graph primitives and runtime system on a larger scale.

# Preliminary Results

From previous studies on performance characterization on shared-memory platform (SMP)/NUMA platform with many-core architectures in single node with parallel graph applications (Breadth-first Search, k-Core, Single Source Shortest Path, GraphColoring, PageRank and TriangleCount), we find that the performance of different workloads has complicated behaviors. It is heavily influenced by different architecture, different datasets, and different graph data format with even the same algorithm implementation.

From architecture aspect, a workload may take advantage of different hardware in different architecture (core, VPU, memory, cache in CPU; core, memory, device memory in GPU; memory hierarchy/topology in SMP/NUMA system), different thread placement policy, and different vectorization policy with different instruction set. Caches on shared-memory platform is to hide memory latency. For some algorithm like PageRank, based on they are computing bound or memory bound, they can gain speed up with higher bandwidth with thread oversubscription, which hides the memory latency and synchronization overhead. From dataset aspect, a workload acts differently with dataset in various structures include graph sparsity, graph topology and applications. We work with both real-world data as well as synthetic data.

Furthermore, we dug deep into Breadth-first Search algorithm. The bottom-up BFS approach can skip many edges to accelerate the search but it will not always be more efficient than the top- down approach, even though top-down always performs the worst case. Specifically, the bottom- up approach is typically more efficient when the queue is larger because it increases the probability of finding a valid parent. This leads to the direction-optimizing approach(11), a hybrid design of the top-down approach powering the search at the beginning and end, and the bottom-up approach processing the majority of the edges during only a few steps in the middle when the queue is at or near its largest.

The number of edges in the queue is used to decide when to switch from top-down to bottom-up and the number of vertices in the queue is used to decide when to switch from bottom-up back to top-down. Both the computation and the communication costs per step of top-down approach is proportional to number of edges in the queue, hence the steps when the frontier is the largest

consume most of the runtime. Conversely, the bottom-up approach is advantageous during these largest queue steps, so using the number of edges in the queue is appropriate to determine when the queue is sufficiently large to switch to the bottom-up approach. Using the heuristic as well as tuning results from prior work, once the queue encompasses at least m/10 of the edges, the bottom-up approach is likely to be beneficial. Even though the probability of finding a parent (and thus terminating early) may continue to be high as the size of the queue ramps down in later steps, there is sufficient fixed overhead for a step of the bottom-up approach to make it worthwhile to switch back to the top-down approach. Using the results from prior work, when k is the degree of the graph, we switch back to top-down approach when the vertex in the queue is less then n/14k. The degree term in the denominator ensures that higher-degree graphs switch back later to top-down since an abundance of edges will continue to help the bottom-up approach.
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